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EXMFlt 1 Foremsb'yc Hhe Weather

Svrfose Jhat Hhe chance of rain fomoviow de’oends Dﬂ-‘){
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Example 1: Forecasting the weather

Suppose that the chance of rain tomorrow depends on previous _
weather conditions only through whether or not it is raining today.

> Ifit rains today, then it will rain tomorrow with probability &

> If it does not rain today, then it will rain tomorrow with
probability A

> Assume that the process is in state 0 when it rains and
state 1 when it does not rain

~r=(5135) |
- So, for txm(;\,c_, Say w= 0.3 4 p=0.5
Tum  p= ?[0:03 o.?} |
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Cownrvk P(X.‘-D/ X,=—l) = wo) P()(,,:o)
. P, in P Seppose this is 0.8

= (0.t Xo.8) = @

Example 2: Communication system

Consider a communications system that transmits the digits 0 and
1. .
Each digit transmitted must pass through several stages, at each
of which there.is a probability p that the digit entered will be
unchanged when it leaves.

> X,: the digit entering the nth stage ¢ {o 13 =S

» There are two states,
.p=( P 1—P) P=1_o01 04
N 04 0.
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P(X,=1) =0.0.
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Random walk model (cont'd)

A Markov chain whose state space is given by the integers

i =0,41,42,... is said to be a random walk if, for some number
0<p<l,

Piipi=p=1- Pii-1, i=0,%1,...

» State space S ={...,—2,-1,0,1,2,...}

> p=P(i>i+1l), q=P(i—=i-1)

» Random walk if p+g=1for0<p<1

> p=q=1/2: symmetric random walk
{ » p # q: asymmetric random walk

Random walk model (cont’d)

Other versions:
» Depending on state i,
p,'=P(I'—)I'+1), q|‘=P(i—-)i—1), p,-+q,-=1

o\,)ﬂov\—ﬁ » Allowing stay,

pi=Pli—si+1), q=Pi—=i-1), r=Pi—>i

pi+q+rn=1 T
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Example

Random walk model ( bounded 3

Suppose that a + 1 positions are marked out on a straight line and
numbered 0,1,...,a. A person starts at k where 0 < k < a. The
walk proceeds in such a way that at each step there is a probability
p that, the walker goes ‘forward’ one pace to k+1,and a
probability g = 1 — p that the walker goes ‘back’ one pace to k—1.
The walk continues until either 0 or a is reached, and then ends.

Generally, in a random walk, the position of a walker after having

moved n times is known the state of the walk after n steps. Thus
the walk described above starts at state k at step 0 and moves to

either state k — 1 or state k + 1 after 1 step, and so on.
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Random walk model (cont'd)

If the walk is bounded, then the ends of the walk are known as
barriers, and they may have various properties. In this case, the
barriers are said to be absorbing which implies that the walk must
end once a barrier is reached since there is no escape.

A simple random walk on a line occurs when a step forward (+1)

has probability p and a step back (—1) has probability g (= 1— p).

At the ith step, the modified Bernoulli random variable W; is
observed, and the position of the walk at the nth step is the
random variable

x"=xo+wl+W2+"'+Wn=Xn_1+Wn.

The random variable W; can take the values +1 or —1, which is a
modified Bernoulli trial in that the outcomes are {—1,+1} rather

than {0,1}.
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Consider o joumbler who , at each Plﬂt)/ of 144»& gome, erther
e wine # 1 \A/Prolp. P OR-
e Joses B L o probo I-p
Suﬁ?ose 3aumloler qu{f—g Fla/\/,‘wj when  hefshe 3045 Lmke..
o attans a fordune of 4 N. Gumbler's forfvne I
a MC with hansthon probalilifies -

PL'/L‘H = p tor C:I,Z/...)Nfl
Pi,c—t = [=P

Po=

Pov =

OL€£‘. Shies O = N ot called (L‘_‘ﬁorbfvj stateS siace
once WY ot enﬂluf'td/ Huy e never left.

Now suppose you have fnite capH%( C.
Xa = your forbune at time A
House = (‘nﬁ’nil—cly vich
p= P(win) % q=1I-p = P(lose )
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Ruin * You yun  out O]C Cdaf’lhl (Xy. :0)
K. I yov flou/ r‘nol;ﬁm'{gly/ what is youv chance of

ruin

" Gambler's Run" Problem ((24.5)

(A(WNL’\\'VQIY) could ack s _wah‘rj with units (eg. #o)

UL‘M\f 15 \Hﬂ(. rmbablh‘l’y your —ﬁgr‘h}ng Wl“ V‘C.&L(Jf\ N 'a(’,FOVﬁ
Hia,dr\ib\\j 0 ? ) |

Stafe Space S=1§0,), ...
e If p>q (e P>% ),
P(Ruin) = (j/l’)i

| { < . pasith
P(Na P\ulh) = ) - (%)t = % 4’«{44}— y’:ustﬁl\l\/\{—

hICV‘E’/V Jge Lmkﬂ_! byt
will instead be come
l‘nﬁ'ni#‘y rich !
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P(Eum) = | = With prob. 1 you will
get rvined (jo Lioke ).
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